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**AIM**

To implement K-Nearest Neighbour.

# THEORY

K-Nearest Neighbours (KNN) is one of the most basic yet essential classification algorithms in Machine Learning. It is based on supervised learning technique. It assumes the similarity between the new case/data and available cases and put the new case into the category that is most similar to the available categories. It stores all the available data and classifies a new data point based on the similarity. This means when new data appears then it can be easily classified into a well suite category by using K- NN algorithm.

K-NN algorithm can be used for Regression as well as for Classification but mostly it is used for the Classification problems. It is a non-parametric algorithm, which means it does not make any assumption on underlying data. It is also called a lazy learner algorithm because it does not learn from the training set immediately instead it stores the dataset and at the time of classification, it performs an action on the dataset. At the training phase, it just stores the dataset and when it gets new data, then it classifies that data into a category that is much like the new data.

Example - Suppose, we have an image of a creature that looks similar to cat and dog, but we want to know either it is a cat or dog. So, for this identification, we can use the KNN algorithm, as it works on a similarity measure. Our KNN model will find the similar features of the new data set to the cats and dogs images and based on the most similar features it will put it in either cat or dog category.

**CODE** import math

interview = [70, 70, 30, 10] exam\_rank = [70, 40, 40, 40] classes = ['not hired', 'hired', 'not hired', 'not hired'] data = {

'first' : [70, 70, 'not hired'],

'second' : [70, 40, 'hired'],

'third' : [30, 40, 'not hired'],

'fourth' : [10, 40, 'not hired'],

}

# print(data)

x = 30 y = 70

distance1 = [] distance2 = [] response = []

for i in range(len(interview)) :

s = (interview[i] - x)\*\*2 + (exam\_rank[i] - y)\*\*2 s = math.sqrt(s) # print(s) distance1.append(s) distance2.append(s)

# print('Euclidean Distance - ', distance1) distance2.sort()

# print(distance2)

for i in range(len(distance1)): for j in range(len(distance2)): if(distance1[i] == distance2[j]): if j == 0:

response.append(data['first'][2]) elif j == 1:

response.append(data['second'][2]) elif j == 2:

response.append(data['third'][2]) elif j == 3:

response.append(data['fourth'][2])

# print(response)

k = 3 countNH = countH = 0 for i in range(k): if response[i] == 'not hired':

countNH += 1

else:

countH += 1

# print(countNH, countH)

if countNH > countH:

print('Type for {} and {} will be not hired.'.format(x, y)) else:

print('Type for {} and {} will be hired.'.format(x, y))

# OUTPUT

![](data:image/jpeg;base64,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)

# CONCLUSION

Hence, we have successfully implemented K-Nearest Neighbours in classification.